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Abstract— Due to the rapid increase of Internet, web opinion sources dynamically emerge which is useful for both potential customers and product manufacturers for prediction and decision purposes. These are the user generated contents written in natural languages and are unstructured-free-texts scheme. Therefore, opinion mining techniques become popular to automatically process customer reviews for extracting product features and user opinions expressed over them. Since customer reviews may contain both opinionated and factual sentences, a supervised machine learning technique applies for subjectivity classification to improve the mining performance. In this paper, we dedicate our work is the task of opinion summarization. Therefore, product feature and opinion extraction is critical to opinion summarization, because its effectiveness significantly affects the identification of semantic relationships. The polarity and numeric score of all the features are determined by Senti-WordNet Lexicon. The problem of opinion summarization refers how to relate the opinion words with respect to a certain feature. Probabilistic based model of supervised learning will improve the result that is more flexible and effective.
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I. INTRODUCTION

TOURISM is a dynamic and growing industry, with the Internet offering a multitude of new ways of conducting tourism business and promoting tourism destinations. Most users of tourism services book their travels on the Web. However, current information technologies are hardly capable of making full use of the potential of the Web for tourism business. Traditional search engines do not provide users efficient means to access the information they require, retrieving vast numbers of web pages in response to queries expressed in keywords. Instead, users often want specific and brief answers to complex questions like “Which hotel has the best service in this Country”. The purpose system addresses to provide the information facility from users interested in tourism services and retrieves answers by summarizing from the Web.

Therefore, opinion mining is a research subtopic of data mining aiming to automatically obtain such useful knowledge. It has been widely used in real-world applications such as e-commerce, business-intelligence, information monitoring and public polls. Opinion mining seeks to determine the sentiment, attitude or opinion of an author expressed in texts with respect to a certain topic. On the web, there are increasing numbers of review web sites, where users post their comments on a product (e.g. hotel and restaurant) and provide their positive or negative evaluation. These websites are important resources providing advice to new users and helping them with their travel plans. Among them TripAdvisor is nowadays important tool for travelers when deciding which hotel to stay in, and which restaurant and tourist attractions to visit. The contents on such travel websites is user-generated, thus giving access to the opinions of many individuals. On the other hand, reviews on a product found on such websites can be used for the purposes of marketing research and customer relationship management by tourism businesses. Automatic analysis of sentiment expressed in such customer reviews has a lot of potential for applications in the tourism domain.

In this study, the overall problem we address is the analysis of customer reviews with respect to specific features of a tourism product. Our eventual goal is to generate a feature-based summarization on a product based on this analysis. When contributing opinions to the travel websites, users typically select feature for a number of facets (cleanliness, location, etc.). Customer-based services such as hotel are an area where multiple factors may impact customer sentiment. For instance noise, nearby construction, weather, even customer expectations.

The specific problem we address is how to associate descriptions of different product features with sentiment expressions found in a review. We present a method for identification of extraction patterns that relate the types of expressions. Our evaluation demonstrates the perfect extraction in features and opinion and defining the polarity of opinion phrase. Opinion summarization is the task of producing a sentiment summary, which consists of sentences from reviews that capture the author’s opinion. The summarization task is interested in features or objects on which customers have opinions. And the ranking is also based on the grades given by previous users, it is useful information for both user and administrator.

Particularly, the main contributions in this work are:

• NLP and dynamic programming techniques to identify the features and sentiment words in reviews and determine their sentiment orientations.

• To relate product features and opinion phrase which
reflects the inherent quality of products in terms of their features by using probabilistic based model.

The remaining paper is structured as follows. Section 2 presents a brief review of the existing opinion mining systems. Section 3 presents the dependency relation for sentence structure. Section 4 represents about the Senti-WordNet Lexicon and section 5 presents architecture and functional detail of the proposed system. Section 6 explains how to identify the polarity and score for opinion phrase. Section 7 explains the summarizing and ranking. The experimental setup and evaluation results are presented in section 8. Finally, section 9 concludes the paper with possible enhancements to the proposed system.

II. RELATED WORK

Previous work has attempted to perform opinion mining at three different levels – the document level, the sentence level and the feature level [1]. At the document level, whole documents are classified into either “positive” or “negative” according to the overall sentiment expressed in the text. To predict the polarity of the opinion expressed in documents, sentiment words such as “excellent”, “poor”, “enjoy”, and “dislike”, are used as input into statistical [11] or machine learning classification algorithms[12, 15], or manually assigned values are used to classify [10]. However, the assumption does not always hold and not all sentences in a product review express subjective opinions. Instead, many sentences present factual information. To deal with this fact, the sentence- or clause-level sentiment classification is performed, which consists of two subtasks – distinguishing subjective from objective sentences and determining the polarity (positive, negative) of each subjective sentence. The representative studies on subjectivity sentence classification include in [2] and [3].

A product review usually contains comments on different aspects or features of a product, e.g. picture quality and battery life for a camera, or opinions of different subjects on a topic, e.g. persons or organizations. The document-level and sentence-level sentiment classification can determine the overall sentiment in a document or sentence but is unable to indicate which specific features of an object are evaluated positively and which negatively. The third variety of opinion mining techniques is intended to reveal the opinions expressed towards individual features. This problem involves two subtasks – extracting different features of a product and associating each feature with its corresponding opinions. To address the first sub problem, Somprasertsri et al. [7] extracted nouns and noun phrases as candidate feature terms based on patterns of part-of-speech tags and selected feature terms using likelihood-ratio test. Hu et al. [8] used association rule mining to find infrequent features by exploiting the fact that they are only interested in features that the users have expressed opinions on.

To associate features and their corresponding opinions, Hu and Liu [8] focused more on adjacent adjectives that modify feature nouns or noun phrases, than other opinion words/phrases. Some researchers considered that a product feature and its opinion words/phrases usually co-occur within a certain distance in the text [9].

However, the simple statistics-based approaches (e.g. co-occurrence) are not sufficient in some situations, for example, if more than one feature or topic is mentioned in a sentence. T. Ahmad et al. applied complicated linguistic analysis to identify associations between entities (i.e. features, topics) and opinions at finer granularity within sentences [4]. They focused on analyzing the grammatical structure of sentences and representing it using a formal expression (e.g. <feature, modifier, opinion> and derived associations from the expression.

III. DEPENDENCY RELATION FOR FEATURE-OPIION MINING

Dependency grammars represent sentence structures as a set of dependency relationships. A dependency relationship is an asymmetric binary relationship between a word called head or governor, and another word called modifier or dependent [7]. The dependency of words will form a dependency tree. From this tree, we attempt to capture the relation product feature and opinion using dependency relations between them. The syntactic structure of a sentence consists of dependencies shown in Figure 1. In this figure (façade, impressive), (lobby, nice) and (lobby, newly renovated) are pairs of extracted by dependency relation.

![Fig. 1 The syntactic structure of a sentence consists of dependencies](image)

IV. SENTI-WORDNET

SentiWordNet (SWN) is an extension of WordNet that was developed by Esuli and Sebastiani [14], which is intended to augment the information in WordNet with information about the sentiment of the words in WordNet. Our research uses the information provided by sentiment in some detail, so we will describe it here. Each synset in SWN has a positive sentiment score, a negative sentiment score and an objectivity score. When these three scores are summed they equal one, so they give an indication of the relative strength of the positivity, negativity and objectivity of each synset. Esuli and Sebastiani [14] obtained these values by using several semi-supervised ternary classifiers, all of which were capable of determining whether a word was positive, negative, or objective. If all the classifiers agreed on a classification then the maximum value was assigned for the associated score, otherwise the values for the positive, negative and objective scores were proportional to the number of classifiers that assigned the word to each class.

The drawback of using SWN is that it requires word sense disambiguation to find the correct sense of a word and
its associated scores. Whilst there has been significant research into this problem, we decided that it was out of scope to use any sophisticated word sense disambiguation for this research, so we simply took the highest positive and negative values that we could find for each word. This is based on the assumption that in a subjective document it is reasonably likely that the most subjective sense of a word is being used. Preliminary testing confirmed that using the most subjective senses tended to outperform the senses that are known to be most frequent.

V. PROPOSED SYSTEM

This section presents the architecture and functional detail of the proposed system to identify feature-opinion pairs for summarizing. Figure 2 presents the complete architecture of the proposed system, which consists of five different functional components - review crawler, subjective/objective analyzer, preprocessing, feature and opinion learner, and summarization. Further details about these modules are presented in the following sub-sections.

A. Review Crawler

For a target review site, the review crawler crawl the related web pages and retrieves review comments only. The filtered review comments will be proceeding for more processing steps. It has been found that noisy reviews that are introduced either without any purpose or to increase/ decrease the popularity of the product may cause problem while extracting real features and opinions. So, we have to classify the objectivity by exploiting the fact that only interested in subjective sentences that have expressed opinions on.

B. Subjective/Objective Analyzer

Subjective sentences express the reviewer’s sentiment about the product and objective sentences do not have any direct or support of that sentiment. Therefore, the idea of filtering out objective sentences can increase the system performance in terms of efficiency and accuracy. Naïve Bayes performs well for text mining [3] so we used naïve Bayes as our learning algorithm for classification. Whereas simple naïve Bayes would model a document as the presence and absence of particular words, multinomial Naive Bayes explicitly models the word counts and adjusts the underlying calculations to deal with in. The proposed method for subjectivity/objectivity determination works in two phases – training and classification. For training phase, manually labeled sentences are used as trained data, which is later used to identify subjective unigrams for new dataset. In the second phase, the classification is centered on the probability of unigrams from test dataset using the training data.

C. Preprocessing

In the preprocessing, only subjective sentences are submitted to a pipeline for Parts-Of-Speech (POS) tags. POS tagging is used for sentence splitting and to assign lexical categories to the words in text. Maxent tagger from Stanford NLP is used for tagging the sentence. There are 36 tags in Maxent tagger. The system is used 20 tags among 36 tags of Maxent tagger to get the features which express the sentiment and also the opinion words which related to those words. As observed in [1], noun phrases generally correspond to product features, adjectives refer to opinions and adverbs are generally used as modifiers to represent the degree of expressiveness of opinions. In the system, POS-based filtering pattern will extract texts for further processing.

D. Feature and Opinion Learner

To learn the feature and opinion pairs, the parser from previous step are analyzed and generate all possible information components from them. The extracted pairs from dependency relation can contain which are relevant or not. Therefore, maximum entropy model is used to predict opinion-relevant product feature or not by choosing the class with the highest conditional probability p according to this model.

1) Extracting Features

In general, most product features indicating words are nouns or noun phrases. To summarize the reviews completely, feature extraction phase plays the critical role. Therefore, to recognize the all of the features in simple and complex sentence, defining the pattern is the effective way. As a result, the system can extract the features almost entirely even though reviews are not written in grammatical structure. The linguistic filtering patterns to identify a noun phrase are the following:

- NN
- NN NN, JJ NN
- NN IN NN, NN JJ NN
- NN IN DT NN, NN NN IN NN

where NN, JJ, DT, and IN are the POS tags for noun, adjective, determiner, and preposition respectively defined by

![Proposed System Architecture](image_url)
In this paper, we use the domain ontology to get the domain related features and to define the synonym set for features. Product feature candidates are identified by POS tags and only the features which are stored in the domain ontology are valid.

2) Extracting Opinion Phrases

Feature related opinion words are extracted in this phase. Since, to know how intense the features for the customer is also important for the decision making process, we need to extract the negation and modifier words. The linguistic filtering pattern to identify the opinion phrases is the following:

1. Single Verb, e.g., “satisfy”, “like”
2. Single Adjective, e.g., “great”, “good”
3. One or more adjective, e.g., “nice little”, “not good”
4. One or more adverb and an adjective, e.g., “very good”, “not so bad”

3) Prediction the Feature and Opinion Pair

Previous work in text classification has been done using maximum entropy modeling with binary-valued features or counts of feature words. In this work, we present a method to apply Maximum Entropy modeling for prediction of feature and opinion pairs in a different way. It has been used so far, using weights for both to emphasize the importance of each one of them in the relation of feature and opinion pairing task. Maximum entropy model is used to predict which feature word should be related with the opinion word with maximum probability. This task can be reformulated as a classification problem, in which the task is to observe linguistic class yєY.

We can implement classifier cl: X→Y with a conditional probability model by simply choosing the class y with the highest conditional some linguistic context xєX and predict the correct probability p in the context x: X→Y with a conditional probability model by simply choosing the class y with the highest conditional some linguistic context xєX and predict the correct probability p in the context x: X→Y with a conditional probability model by simply choosing the class y with the highest conditional some linguistic context xєX and predict the correct probability p in the context x: X→Y with a conditional probability model by simply choosing the class y with the highest conditional some linguistic context xєX and predict the correct probability p in the context x:

cl(x) → arg max p(y|x) (1)

The conditional probability of p(y|x) can be defined as the following:

\[ p(y|x) = \frac{1}{Z(x)} \prod_{i=1}^{k} \alpha_i^{f(x,y)} \] (2)

\[ Z(x) = \sum_y \alpha_i^{f(x,y)} \] (3)

where y refers to the outcome, x is the history (or context), k is the number of features and Z(x) is a normalization factor. Each parameter \( \alpha_i \) corresponds to one feature fi and can be interpreted as a weight for that feature.

We use the Generalized Iterative Scaling (GIS) algorithm to estimate parameters or weights of the selected features. Under the maximum entropy framework, the probability for a class y and object x depends solely on the features that are active for the pair (x, y), where a feature is defined here as a function f: X→Y→{0, 1} that maps a pair (x, y) to either 0 or 1. The feature is defined as follows:

\[ f_{xy} = \begin{cases} 1 & \text{if } y = y' \text{ and } cp(x) = \text{true} \\ 0 & \text{otherwise} \end{cases} \]

where cp(x) is contextual predication that returns true or false, corresponding to the presence or absence of useful information in some context, or history xЄX. For example, to predict which the class of product feature-opinion candidate belongs.

Let us consider example “Staff were courteous and professional, and the treatment was very good. We can extract several product feature opinion candidates such as “staff, courteous”, “staff, professional”, “treatment, courteous”, “treatment, professional”, and “treatment, very good”. Each such pair becomes a pair candidate. For effective relation extraction, we identified the valid product features by using product ontology. The maximum entropy model is used to predict opinion-relevant product feature. Firstly, for each pair, we compute several features automatically. We denote the features employed for learning as learning features, discriminative from the product features we discussed above. We will simply choose the class with the highest conditional probability p according to Equation 1.

VI. IDENTIFYING POLARITY AND SCORES FOR OPINION PHRASE

To identify the polarity for the extracted opinion phrase, SWN is used for applying the rule based for each opinion word. To combine the polarity of each modifier, adjective and verb expressed in the SWN, we use predefined rules that can also satisfy the some of the negation. But it has some weakness for negation sentences. However, it can find most of the polarity of the sentences. For each feature, the score of the related opinion phrase are examined and ranked based on the score value that is calculated from SWN lexicon. In the previous work, they used classification technique to define the polarity of the word. So using the rule-based method is more efficient, simplify and accurate.

To determine the polarity of opinion phrase, use some rules such as:

- Negation Negative ➔ Positive // “not bad”
- Negation Positive ➔ Negative // “not good”
- Negation Neutral ➔ Negative // “not appropriable”
- Neutral Positive ➔ Positive // “more beautiful”
- Neutral Negative ➔ Negative / “almost double”
- Positive Positive ➔ Positive // “very good”
A. Handling the Context Dependent Opinion Word

To handle the context-dependent opinion word, the system uses the intra-sentence conjunction rule and inter-sentence conjunction rule.

- Intra-sentence conjunction rule
  The idea is to see whether another opinion word in the sentence (or clauses) is positive or negative which means that a sentence only expresses one opinion orientation unless there is a “but” word. e.g. The rooms are well decorated and airy. <well- decorated> and <airy> are opinion words for this sentence. Although well-decorated has the positive meaning, airy depends on the context to determine the polarity. Therefore the above rule is applied for this sentence.

- Inter-sentence conjunction rule
  If the above rule could not decide the opinion orientation, use the context of previous or next sentence to decide. That is the extension of intra-sentence conjunction rule to neighboring sentences.

  The idea is that people usually express the same opinion (positive or negative) across sentences unless there is an indication of opinion change using words such as “but” and “however”. e.g. The staff was very prompt. The food was very good. To determine the polarity of the word “prompt”, we need to look the neighbor sentence.

VII. Summarizing and Ranking

The summarization task is different from traditional text summarization because we only mine the features of the product on which the customers have expressed their opinions. We do not summarize the reviews by selecting a subset or rewrite some of the original sentences from the reviews to capture the main points as in the classic text summarization. After all the previous steps, we are ready to generate the final feature-based review summary. Complete summary generation consists of the following steps:

  For each subjective sentence, feature and related opinion phrase are put into positive and negative categories according to the opinion sentences’ orientations. The pattern extracting noun phrase perfect to generate the complete summarization. And then we evaluate the relative importance of each feature according to related opinion score and use that measure to rank features. Equation (8) shows the standard deviation for positive and negative scores of product feature. Let $P_i$ and $N_i$ be the number of positive and negative opinions on feature $f_i$, $i \in \{1, \ldots, n\}$. $PScore_i$ and $NScore_i$ will be the min-max normalized values of $P_i$ and $N_i$. The standard deviation of these Score using:

$$\text{STDScore}_i = \sqrt{\frac{1}{2} \left( (PScore_i - \text{mean}(PScore))^2 + (NScore_i - \text{mean}(NScore))^2 \right)}$$  (8)

VIII. Experimental Results

In this section, we present the experimental details of the proposed opinion mining system. To evaluate the method, standard IR performance measures. For evaluation of the experimental results, we calculate the true positive TP (number of correctly the system identifies as correct), the false positive FP (number of incorrectly the system falsely identifies as correct), true negative TN(number of incorrectly the system identifies as incorrect), and the false negatives FN (number of correctly the system fails to identify as correct) to measure the effectiveness of our approach. By using these values we calculate the following performance measures:

- Precision ($\pi$): the ratio of true positives among all retrieved instances.
  $$\pi = \frac{TP}{TP + FP}$$  (5)

- Recall ($\rho$): the ratio of true positives among all positive instances.
  $$\rho = \frac{TP}{TP + FN}$$  (6)

- F1-measure (F1): the harmonic mean of recall and precision.
  $$F1 = \frac{2 \rho \pi}{\rho + \pi}$$  (7)

There are four types of experiments: the evaluation of the subjective/objective analyzer, the evaluation of the feature extraction, the evaluation of the opinion word extraction and the evaluation of feature and opinion learner.

Evaluation of subjectivity / objectivity analyzer:

The accuracy of classification is high because multinomial Naïve Bayes performs well in text mining. It also satisfies the zero probabilities by smoothing the Naïve Bayes estimates by adding one Laplace. We can compare the results by simple Naïve Bayes. A binary classification consists of two classes subjective and objective. After the list of English stop words have been eliminated, the class of each unigram from the input sentence is estimated. The class which has the higher probability of the sentence is set as the class of this sentence.

From classification results, true positive TP (number of correct subjective/objective unigrams the system identifies as correct), false positive FP (number of incorrect subjective/objective unigrams the system falsely identifies as correct), and false negatives FN (number of correct subjective/objective unigrams the system fails to identify as correct) are obtained. The data set are from the comment written by the user on TripAdvisor web page. We used the 3000 dataset for subjectivity analysis. The dataset consists of 1500 subjective sentences and 1500 objective sentences. The results tested are shown in Table 1.

<table>
<thead>
<tr>
<th>TABLE1. CLASSIFIER’S PERFORMANCE USING IR METRICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective Class</td>
</tr>
<tr>
<td>Precision (%)</td>
</tr>
<tr>
<td>Recall (%)</td>
</tr>
<tr>
<td>F-score (%)</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Evaluation of the feature extraction step:

Since the proposed system uses the domain ontology, the precision of this task can be very good because most of the extracted features are relevant. However recall is not as good as a precision because the set of ontology labels cannot totally cover the terms of hotel domain. For feature and opinion extraction step, we use 5000 review sentences as testing data from TripAdvisor webpage.

Evaluation of the opinion extraction step:

Since most of the reviewers do not follow the grammatical rules while writing reviews, the proposed system can miss some opinion words. It is the fact that the errors come from the syntactic parser and incomplete of lexicon. Implicit opinion expressions and typo can also make not to good the precision value. Therefore some of extraction rules that extract expression of recommendations do not perform very well which imply a loss of precision.

Evaluation of the relation between feature and opinion pair:

An obvious problem of any automatic methodology for concept extraction is to provide objective performance evaluation. Therefore manual evaluation has been performed to judge the overall performance of the proposed system. From the extraction results, Table 2 summarizes the performance measure values for this step. The recall value is lower than precision which indicating that certain correct feature-opinion pairs could not be recognized by the system correctly because of the fact is already mentioned in the previous evaluation step. However, the ontology is useful thanks to its list of properties between concepts which allows recognizing some opinions expressed about implicit features. Therefore, almost all identified feature-concept pairs are correct. Our results can compare with other adjacent based and pattern method which describe in [8] and [6] because they are the opinion summarization most relevant to our work and they have evaluated their performance on product review datasets. According to the results showed in Table 2, we conclude that the proposed approach is more flexible and effective than the adjacent based approach and opinion pattern based approach.

According to the feature and opinion pairs, we can get the summarization in detail and complete form. The following shows an example summary for the feature “service” of a hotel.

**Feature: Service**

**Positive**
- Medical care service → good
- Airport shuttle → very convenience
- Room Service → impeccable

**Negative**
- Currency exchange → did not perform
- Check out service → slow

### Table 2.

**Prediction feature and opinion pairs using IR metrics on different method**

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjacent Based</td>
<td>68.65</td>
<td>57.93</td>
<td>62.69</td>
</tr>
<tr>
<td>Pattern Based</td>
<td>59.65</td>
<td>59.95</td>
<td>59.72</td>
</tr>
<tr>
<td>Our Approach</td>
<td>75.65</td>
<td>82.77</td>
<td>78.45</td>
</tr>
</tbody>
</table>

### IX. Conclusion

In this paper we have proposed summarization for each feature from user generated contents of hotel domain. We focused on extracting relations between product features and opinions. We have proposed a novel way to capture the actual relations of product features in sentences regardless the distance from them to opinions. Experimental results show the effectiveness of the proposed approaches. However, the system doesn’t handle comparative sentences which require further training and classification. As part of our future work, we would like to understand the reasons behind the unsatisfactory performance on the comparative sentence.
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